|-MEDIA "07
|-SEMANTICS 07

International Conferences on
New Media Technology and
Semantic Systems

Preface

K. Tochtermann, W. Haas, F. Kappe, A. Scharl, T. Pellegrini, S.
Schaffert

Social M edia M aps of Online Communities

M. Smith

Community Equity — How to Implement and M easure a Social
Capital System in Enterprise Communities

P. Reiser

Collaborative Knowledge Visualization: Resear ching and
Augmenting Visual Practicesin Knowledge Work

M. Eppler



I-MEDIA 07

[-MEDIA '07
K. Tochtermann, W. Haas, F. Kappe, A. Scharl

Media Convergence

Per ceived Simultaneous Consumption of Media Content
Services among M edia Awar e University Students

E. Appelgren

A Semantics-awar e Platform for Interactive TV Services
A. Papadimitriou, C. Anagnostopoulos, V. Tsetsos, S. Paskalis,
S. Hadjieftymiades

Evaluation of available M PEG-7 Annotation Tools

M. Déller, N. Lefin

Media Semantics

Applying Media Semantics Mappingin a

Non-linear, Interactive Movie Production Environment
M. Hausenblas

I magesemantics: User-Generated M etadata, Content Based
Retrieval & Beyond
M. Spanial, R. Klamma, M. Lux

The Need for Formalizing M edia Semanticsin the Games and
Entertainment Industry
T. Burger, H. Zeiner

Social Networks
Quantitative Analysis of Success Factorsfor User Generated

Content

C. Safran, F. Kappe

Online Crowds— Extraordinary Mass Behavior on the Internet
C. Russ

WordFlickr: A Solution to the Vocabulary Problem in Social
Tagging Systems

J. Kolhitsch

Business Models

TheThreePillarsof ‘Corporate Web 2.0': A Model for
Definition

A. Stocker, A. Us Saeed, G. Désinger, C. Wagner

17

25

33

41

49

57

65

77

85



A Theory of Co-Production for User Generated Content
— Integrating the User into the Content Value Chain
T. Pellegrini

Compensation Modelsfor Interactive Advertising
S. Zorn, A. Dickinger

Media Technologies & E-Learning

Enhancing Music L ear ning Experience through a Dedicated
Web 2.0 Oriented Service

S. Olivier, C. Noel, C. Stéphane

Making L earning Management Systems Work - Usability as
Key Issuefor System and Interface Design

M. Burmester, F. Thissen, J. Westbomke

Per sonalizing the Web Content on User Perceptual Preferences
N. Tsianos, P. Germanakos, Z. Lekkas, C. Mourlas

Multimedia Metadata Applications Workshop

Introduction
W. Bailer, P. Schallauer, H. Kosch, R. Klamma, M. Granitzer

An Ontological Approach to Semantic Video Analysisfor
Violence I dentification
T. Perperis, S. Tsekeridou, S. Theodoridis

A Similarity Approach on Searching for Digital Rights
W. Allasia, F. Falchi, F. Gallo

Semantics of Temporal Media Content Descriptions
M. Hoffernig, M. Hausenblas, W. Bailer

Community-Awar e Semantic Multimedia Tagging — From
Folksonomies to Commsonomies
R. Klamma, M. Spanioal, D. Renzel

Requirements of Fragment | dentification
W. Jochum

MPEG-7 for Video Quality Description and Summarisation
P. Schallauer, H. Furntratt, W. Bailer

MPEG-7 Video Annotation Tool
H. Neuschmied

PrestoSpace Publication Platform: A System for Searching and
Retrieving Enriched Audiovisual Materials

W. Allasia, M. Porzio, M. Vigilante, L. Boch, G. Dimino, A.
Messina

VAMP: Semantic Validation of MPEG-7 Profiles

M. Hoffernig, M. Hausenblas, W. Bailer, R. Troncy

93

101

109

117

126

136

139

147

155

163

172

180

183

186

189



Virtual Campfire— A Mobile Social Softwarefor Cross-Media
Communities
Y. Cao, M. Spanial, R. Klamma, D. Renzel

Short Paper

Spatial Applicationsas Social Knowledge Provider. An
Approach for Regional Virtual Communities

D. Kuka, G. Kolar, M. Badics, C. Schneebauer, E. Kihn, S.
Eibelwimmer, F. Kujundzic, N. Naveau, C. Hackel

192

196



I-SEMANTICS’ 07

[-SEMANTICS'07
T. Pellegrini, S. Schaffert

Semantic Desktop

The NEPOMUK Project - On the Way to the Social Semantic
Desktop

T. Groza, S. Handschuh, K. Mdller, G. A. Grimnes, L.
Sauermann, E. Minack, M. Jazayeri, C. Mesnage, G. Reif, R.
Gudjonsdattir

From Philosophy and M ental-M odels to Semantic Desktop
Resear ch: Theoretical Overview

D. Nadeem, L. Sauermann

Improving Search on the Semantic Desktop using Associative
Retrieval Techniques

P. Scheir, C. Ghidini, S. N. Lindstaedt

Semantic Social Software

Collaborative Wiki Tagging
V. Milicevic, M. Tosic

Social and Semantic Web Technologies: Semantic Navigation,
Digesting and Summarization
D. Hladky, C. Ehrlich, V. Khoroshevsky

User-Driven Semantic Wiki-based Business Service Description
H. Paoli, A. Schmidt, P. Lockemann

Semantic Modelling

A Semantic Web Content Model and Repository

M. Volkel

APOSDLE: learn@work with Semantic Web Technology
C. Ghidini, V. Pammer, P. Scheir, L. Serafini, S. N. Lindstaedt

PIMO - a Framework for Representing Personal Information
M odels
L. Sauermann, L. Van Elst, A. Dengel

Semantic Web Applications

Increasing the Versatility of Java Documentation with RDF
A. Rauschmayer, A. Andonova, P. Nepper

Accessing RDF Knowledge Basesvia LDAP Clients
S. Dietzold, S. Auer

200

201

211

221

229

237

246

254

262

270

278

290



ConTag: A Semantic Tag Recommendation System
B. Adrian, L. Sauermann, T. Roth-Berghofer

Technologies & Methodologies

X-KIF - New Knowledge M odeling L anguage
M. Sevcenko

DKP-OM: A Semantic Based Ontology Merger
M. Fahad, M. A. Qadir, M. W. Noshairwan, N. Iftikhar

Soecial Track: Semanticsin LifeScience

Semantic Information in Medical Information Systems— from
Data and Information to Knowledge: Facing Information
Overload

A. Holzinger, R. Geierhofer, M. Errath

Creating an Annotated Set of Medical Reportsto Evaluate
Information Retrieval Techniques
R. Geierhofer, A. Holzinger

A Semantic Web Framework for the Life Sciences Based on
Foundational Ontologies and M etadata Standar ds
M. Samwald, K.-P. . Adlassnig

Conceptsfor an Intelligent Information Portal in Phar maceutical
Resear ch
A. Kohn, F. Bry, S. Klostermann, A. Manta

Clinical Ontologies Interfacing the Real World
S. Schulz, H. Stenzhorn, M. Boeker, R. Klar, B. Smith

Utilizing Text Mining Techniquesto Analyze M edical
Diagnoses

F. Mdédritscher, R. Tatzl, R. Geierhofer, A. Holzinger
Connecting User Interfacesand User Impairments for
Semantically Optimized Information Flow in Hospital
Infor mation Systems

S. Karim, A. M. Tjoa

Facilitating Knowledge Management in Distributed Healthcare
Systems
B. Hu, D. Dupplaw, M. Croitoru, S. Dasmahapatra, P. Lewis

StemNet: An Evolving Service for Knowledge Networking in
the Life Sciences

U. Hahn, J. Wermter, D. S. Deluca, R. Blasczyk, M. Poprat, A.
Bajwa, P. A. Horn

Short Papers

On theIntegration of a Conventional Content M anagement
System into a Semantic System
E. Gams, D. Mitterdorfer, C. Wieser

297

305

313

323

331

340

356

364

372

380

388

396



Enabling Privacy in Social Communities
J. Noll, M. M. Chowdhury, G. Kdman

Business Process Knowledge Integration — A Semantic Based
Approach

J. Hrastnik, J. Cardoso

Enabling Collabor ative Knowledge M odelling by Hiding
Inherent Complexity from Non-Experts

D. Doegl, C. Jessel

Smart Media Archive - An Approach to Open Archivesto
Communities

D. Glachs, D. Mitterdorfer

400

404

408

412






Proceedings of I-MEDIA 07 and I-SEMANTICS' 07
Graz, Austria, September 5-7, 2007

I-MEDIA °07 and I-SEMANTICS *07
International Conferences on
New Media Technology and Semantic Systems

Preface

This volume contains the proceedings of I-MEDIA 07 and I-SEMANTICS 07,
which are part of the TRIPLE-I conference series. TRIPLE-I reflects the increasing
importance and convergence of knowledge management, new media technologies and
semantic systems.

I-MEDIA ’07 addresses the latest scientific achievements in new media
technologies. The contributions published in these proceedings range from success
factors for user generated content to interactive TV services to semantic multi-media
tagging.

I-SEMANTICS ’07 addresses latest scientific results in semantic systems and
complements these topics with brand new research challenges in the area of social
software, semantic content engineering, logic programming and Semantic Web
technologies.

Both conferences welcome leading researchers and practitioners who present
their ideas to more than 500 TRIPLE-I attendees. An international program
committee selected 50 full papers and six short papers to be included in the
conference proceedings.

In addition to a high-quality program, networking is considered an important
element of the conference. Community building is fostered in special interactive
events designed around particular themes. Deliberately long breaks throughout the
conference and social events in the evenings provide excellent opportunities for
meeting people from all over the world.

The program of I-MEDIA *07 and I-SEMANTICS 07 is structured as follows. In
thematically focused events, community building is supported. Experts and an
interested audience are brought together for an in-depth discourse in focused thematic
areas. Two special tracks on Semantics in Life Science and Reasoning and Deduction
Systems as well as a workshop on Multimedia Metadata Applications are examples
for such events.

These special events are complemented by presentations covering current trends
and latest developments in new media technologies and semantic systems. The
presentations include but are not limited to the following areas:

- Semantic Desktop

- Semantic Social Software

- Semantic Modeling

- Media Convergence

- Media Semantics

- Social Networks

Events such as the I-MEDIA 07 and I-SEMANTICS °07 require active support
at different levels: We are grateful to our three invited keynote speakers, Martin
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Eppler (University Lugano, Switzerland), Peter Reiser (SUN Microsystems,
Switzerland) and Marc Smith (Microsoft Research, USA) for sharing with our
attendees their ideas about the future development of knowledge management, new
media technologies and semantic technologies. Many thanks go to all authors who
submitted their papers and of course to the program committee for their careful
reviews. The contributions selected by our program committee are published as a
special issue of the Journal of Universal Computer Science (J.UCS) which supports
the open access initiative for scientific literature and thus ensures the knowledge
transfer towards the community. Revised versions of the best contributions will also
appear in the Computing Intelligence Series of Springer New York.

We would like to thank the sponsors: insiders Wissensbasierte Systeme, punkt.
netServices, Sun Microsystems, UMA Information Technology, edicos, Pars Group
and Go International — an initiative of the Austrian Federal Economic Chamber und
Federal Ministry of Economics and Labour. Special thanks also go to Dana Kaiser for
preparing and ensuring the high quality of the conference proceedings. We also would
like to thank our staff at the Know-Center, the Semantic Web School and Salzburg
NewMedialLab for their continuous efforts and motivation in organizing these two
conferences. The local organization of I-MEDIA and I-SEMANTICS would not have
been possible without the support of Anke Beckmann, Gisela Dosinger, Patrick
Hofler, Alexander Stocker and Anita Wutte — many thanks to all of them.

We are convinced that I-MEDIA ‘07 and I-SEMANTICS ‘07 will provide you
with new ideas for your research and with new opportunities for partnerships with
other research groups.

Sincerely yours,

Klaus Tochtermann, Werner Haas, Tassilo Pellegrini and
Frank Kappe, and Arno Scharl Sebastian Schaffert
Conference Chairs of I-MEDIA 07 Conference Chairs of I-SEMANTICS “07

Graz, Salzburg, Vienna August 2007
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Social Media Maps of Online Communities

Keynote Speaker

Marc Smith
(Microsoft Research, USA
marc.smith@microsoft.com)

Social media, the products of the growing read/write web, leaves traces behind that
can be gathered, processed and visualized. These pictures of individual and collective
authorship patterns illuminate the ecologies of online communities, highlighting the
roles people play as leaders, answer people, discussion participants, questioners,
spammers, and flame warriors. An ecological model of these roles focuses attention
on the need for integration of multiple roles for successful communities. Mobile
devices are changing the community scene further, creating new forms of input
generated by passive sensors, leaving behind detailed trails that can themselves be
shared, searched, and aggregated.

About Marc Smith

Marc Smith is a Senior Research Sociologist leading the Community Technologies
Group at Microsoft Research in Redmond, WA. His group focuses on computer-
mediated collective action. Marc Smith studies and designs enhancements for social
cyberspaces, in particular he is interested in the emergence of social organizations like
communities in online conversation and annotation environments. With Peter Kollok
he co-edited the book Communities in Cyberspace (Routledge). Co-edited with Peter
Kollock, the book explores identity, social order and control, community structures,
dynamics, and collective action in cyberspace.
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Community Equity — How to Implement and Measure a
Social Capital System in Enterprise Communities

Keynote Speaker

Peter Reiser
(Sun Microsystems, Switzerland
peter.reiser@sun.com)

Web 2.0 is a user centric phenomenon. People can express themselves through blogs,
videos, podcasts etc. The community decides what is hot through means like rating,
voting and commenting, creating a dynamic social value system were good content
bubbles up and less interesting content bubbles down. But what are the opportunities
of Web 2.0 for an enterprise? How can a company take advantage of the social
dynamics of Web 2.0 and turn it into a business value and business advantage? Peter
Reiser’s talk describes the building blocks of a Community Equity Measurement
system that SUN Microsystems is implementing as part of its Customer Engineering
CE2.0 project.

The architecture is based on reusable web services, standard protocols (Restful,
ATOM, WebDAV) and extensible set of web widgets. The community life cycle
methodology describes the tools, roles and psychological dynamics of a community
and provides a cook book how to build, sustain and archive measurable communities.
The objective is to build a dynamic Social Capital system by measuring the
contribution, participation, skills and roles equity a person can gain by actively
engage in communities.

About Peter Reiser

Peter H. Reiser is a Principal Engineer at Sun Microsystems. He is currently leading
the Web2.0 and social network implementation for the global technical community at
Sun. Prior to this he was responsible for the Knowledge & Intellectual Capital
Management for Sun's Global Sales Organization. In Sun Europe he established the
first community based solution practices and was head of the e-Finance Competency
Center, where he was responsible for the architecture and implementation of some of
largest Internet Banking and e-Commerce solutions in Europe.
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Collaborative Knowledge Visualization: Researching and
Augmenting Visual Practices in Knowledge Work

Keynote Speaker

Martin Eppler
(University of Lugano, Switzerland
martin.eppler@]lu.unisi.ch)

How can knowledge workers integrate their diverse knowledge more productively?
How can experts from different fields share what they know efficiently and create
breakthrough innovations? To answer this question, this keynote address focuses on
one feasible solution: facilitating knowledge integration through collaborative real-
time visualization. Recent research results as well as field tests with new tools show
that visual practices can improve collaborative knowledge work significantly. But not
all interactive visualization methods are equally conducive to knowledge creation or
sharing. The framework and concepts presented in this keynote help to identify the
key levers (and barriers) for effective visual practices in knowledge work. An outlook
on future developments concludes the talk.

About Martin Eppler

Martin Eppler is Professor at the University of Lugano, prior vice director of the
institute of media and communications management at the University of St. Gallen
where he also led the Competence Center Enterprise Knowledge Medium, and
'Privatdozent' at the University of St. Gallen. His research focus is on information
quality and knowledge management, his work experiences regard consulting and the
media industry. His latest book publication is "Managing Information Quality"
(Springer). A lot of his publications concern knowledge visualisation.
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Perceived Simultaneous Consumption of Media Content
Services among Media Aware University Students

Ester Appelgren
(Media Technology and Graphic Arts, KTH CSC, Sweden
ester@kth.se)

Abstract: This exploratory study aims to discuss issues on media measurement in relation to
concurrent media consumption of digital media news services. A survey was conducted using a
sample consisting of students from the Media Technology program at the Royal Institute of
Technology (KTH), Stockholm, Sweden. The data was mainly analyzed qualitatively as the
majority of the survey questions were open-ended. The respondents stated that a combination
of the computer with the Internet where the media most common to consume simultaneously
with other media such as TV or the mobile phone. The phone was the media most mentioned as
prioritized when consuming media simultaneously. The findings thus indicate that simultaneous
consumption is common among the media aware technology students in the sample.
Simultaneous media consumption might imply for the media companies that competition for
the audience attention takes on new forms. This consumption might then affect media
companies as their advertisers are becoming more and more aware of the phenomenon.
Measures for media consumption have to be adapted to this behavior and previous research
suggests that observation methods might be used to detect simultaneous media consumption.

Keywords: Simultaneous media consumption, multitasking, concurrent media consumption,
digital media, news services, on-line services
Categories: A.1, H.O, Hm, J.4, J.m.

1 Introduction

There have been reports from researchers in Sweden claiming that time spent with the
media, as well as people’s daily routines and behaviour in Sweden, has not changed
notably since the 80’s [Cepaite 06, Bergstrom 05]. With the introduction of the
Internet however, people have found time to use the various services available with,
and on the Internet. Nilsson describes how the usage of the Internet in Sweden has
increased over the past years [Nilsson 04]. And while people are on the Internet, they
try to make the most of it by multitasking. In the nature of multitasking activities lies,
that attention may shift from one task to another. In the context of consuming several
media at a time, the shifting of attention may furthermore have an effect on less
attention to the advertisements presented in the different media channels.

This paper aims to contribute to the discussion on simultaneous media
consumption. As media measurements are important when predicting future use of
media and also concerning exposure to different content and advertisements, and as
current measurements often avoid to describe concurrent media consumption, the
primary focus of this study has been to investigate this particular type of simultaneous
media usage.
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Based on a survey with Swedish Media Technology university students, this
study therefore explores how people perceive that they are consuming media
simultaneously, and how users’ believe they are prioritizing among the different
media channels, when consuming several media at the same time.

2 Method

As a first step to detect the occurrence of simultaneous media consumption, a survey
with questions on the perceived simultaneous media consumption was conducted
using a sample from the population consisting of the students of the Media
Technology Masters degree program ranging from first year students to the fourth
year students, at the Royal Institute of Technology, Stockholm, Sweden.

The web based survey was carried out during May 2006 and was created in the

software tool Bilda', mainly used for education purposes. The survey contained
questions both open-ended and with multiple options and was mainly analyzed from a
qualitative perspective. It was not possible to answer the survey several times, and the
participants had to log into the system, thus preventing people from outside of the
sample to participate in the survey.
The course list of spring 2006 consisted of 273 students from all four levels of the
program. Each student received an instruction e-mail cover letter from the course
leader encouraging him or her to participate in the survey. The response data was
stored anonymously for each question. A total of 103 students logged into the system.
Of these, 86 students responded to the entire survey. The response rate of the survey
was therefore 31% (86 of 273). The respondents ranged in age from 19 to 34 years
old, with an average age of 23. 36% of the respondents were female and 64 % male.

3 Studies on simultaneous media use

The majority of available statistics in Sweden is based on traditional measures
concerning minutes spent on each media on the average day without presenting any
overlapping use. The companies MMS?, Sifo Research International’, do however
measure simultaneous media consumption, focusing primarily on TV consumption in
combination with other media. According to Weibull during the 80ies, momentary
simultaneous consumption was reported on in the Swedish National SOM*
investigations [Weibull 07]. Currently however, not many Swedish studies report on
this topic. The Swedish institute MMS [Tavakoli 07], measuring people’s TV viewing
habits, did however recently publish a report on viewer habits concerning all types of
moving images, describing multitasking while watching TV or other moving images.
In the report a “multitasking index” is presented, describing the number of
simultaneous activities taking place while someone is watching moving images at a
given time. TV was found to be very flexible in terms of multitasking, and the

! www.bilda kth.se, 2006-06-22.

2 Mediemitning i Skandinavien, www.mms.se

3 Sifo Research International, www.research-int.se/

* The research institute Society, Opinion and Media at Gothenburg University, Sweden
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viewers did on average three different things at the same time, while watching TV
[Tavakoli 07].

In North America, several studies have for a few years, repeatedly reported on the
growth of acknowledging simultaneous media consumption [Papper et al. 04, Pilotta
et al. 04, Alperstein 05]. In this context, these studies emphasize existing problems
with the current methods of measuring media use as most media consumption
research evaluates use of one medium at a time, these studies also recommend
observation methods as a suitable research method for detecting simultaneous media
use.

In a review on literature on simultaneous media usage focusing on activities
taking place while watching TV, Alperstein [05] reported on multitasking activities
such as eating, drinking, dressing, playing or fighting. Many individuals also keep the
TV on, while sometimes not even being in the same room as the TV. Alperstein
further reports on studies having found that around 40 % of the time people are in
front of the TV, they are not looking at the screen. In order to find out how
simultaneous media consumption might have an effect on attention, Alperstein
therefore conducted a survey where 200 American college students expressed how
they engage in concurrent activities while watching television. He found that 88 % of
his sample used media simultaneously with other activities and that the most frequent
concurrent behaviours while watching TV were: eating (35,5 %) and socializing (22
%). While watching TV as the primary activity, 36 % of the students indicated that
they also went online and 5,5 % read a newspaper while watching TV. [Alperstein 05]

Pilotta and Schultz remind us that even though the media environment today is
fragmented with a number of alternatives to choose from, people still only have 24
hours a day to spend. According to Pilotta and Schultz, this development thus calls for
a need to consume various media simultaneously. Such simultaneous consumption
which also can be seen as a form of multitasking, is according to Pilotta and Schultz
not new to the society nor to advertisers in media, however it appears to be relatively
new to media researchers and planners. Research conducted in the US under the name
of the SIMM Studies by the company BIGResearch concerning simultaneous media
usage, has found that such usage is widespread in the range of 40 to 65 percent,
depending on the specific media combinations [Pilotta and Schultz 2005]. Pilotta and
Schultz [2005:20] suggest that as simultaneous media consumption occurs, one media
becomes background, both pass one through the other or there is a dissonance. In their
study, 48.9 % stated that they pay attention to one medium more than to other(s), 32.1
percent indicated that they attend to each media form equally at the same time, while
19 percent said that they do not engage in simultaneous media usage. An example of
media consumed in the background is TV, which according to Pilotta and Schultz is a
medium that people do not have to look at to “watch”. Drawing parallels to McLuhan,
Pilotta and Schultz emphasize that a generation raised on newspapers would develop
minds that work linearly, like print, engaging in one activity at a time such as reading
a book, then talk on the phone before having dinner. However, a younger generation
raised with the TV, where flipping channels or interrupting activities with
advertisements are commonplace, would experience the world nonlinearly, and thus
prefer to consume media simultaneously. They describe consuming simultaneous
media as a nonnarrative form with no beginning, middle, or end, with one media
flowing through the other, denoted as synesthesia, where a person can be a “viewer”,
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“reader” and “listener” at the same time.

In the American Midwest area, media multitasking has been thoroughly explored
in the “Middletown Media Studies” [Papper et al. 2004]. These studies concern media
use, and involve three data collecting methods: telephone surveys, diary studies and
observation studies. Comparing the data from the diary and telephone studies with the
observational data, the researchers draw the conclusion that people spend more than
double the time with the media than they think they do. Furthermore, the occurrence
of multitasking two media or more at the same time was observed at one quarter of
the media day in 23.7 % of the observed population. Papper et al. found that people
tend to be better at identifying their use of printed media than their use of broadcast
media and computers. The researchers found that people use several media while
reading to a greater extent than they had expected, however participants that focused
primarily on the TV tended not to read at the same time. Contradictory to what the
researchers first believed, while primarily watching the TV, people are not
multitasking other media at all. The study also investigated media use outside the
home such as at work, in the car and at “a friend’s house” and found that there is
significant media use taking place in these locations.

4 Results

This section reviews the results from the survey. First, the respondents’ preferences
concerning what media is perceived to be consumed in combination with other media
is presented. Second, the results concerning what media is perceived as prioritized
while consuming media simultaneously is presented.

4.1  Simultaneous media consumption

The respondents were asked if they ever consume and use several media
simultaneously, such as using the computer while the TV is on, and talking on the
mobile phone. The 91 % that responded that they do, were furthermore asked to state
the media they use, and order these depending on the media they put most of their
attention to (Figure 1).

™V

Telephone/Mobile phone
Computer

Internet

Music: Mp3/Stereo/CD
Radio/web radio
Newspaper/book

MSN Messenger

DVD

Figure 1: What media do you consume in combination with other media? (N=70)
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These results are based on the media types listed by the respondents in free
text. Due to the free nature of how the respondents could state the media types, some
chose to part activities involving the computer as several activities, such as using the
Internet, msn’, web radio or watching DVDs on the computer. Therefore, even though
figure 1 shows that TV was the most frequently mentioned media, the computer with
the Internet where the media most common to consume simultaneously with other
media, such as TV or the mobile phone. Notable is also that none of the respondents
mentioned computer games. The most common combination of several media
consumed simultaneously was a combination of the mobile phone, the
computer/Internet and the TV, as 69 % of the respondents listed this combination. Of
these 69 % respondents, several added a fourth or even a fifth media type to the
combination such as mp3, stereo, radio or newspaper.

4.2  Prioritized media when consuming media simultaneously

In first place of the media that the respondents prioritize when consuming media
simultaneously came telephone or mobile phone (Figure 2). Other first positions were
the computer and the Internet, the TV, the mp3-player and the DVD player. The
mobile phone was prioritized over other media in most of the cases, however some
respondents stated that this was depending on the person calling. The same argument
was made for TV, then concerning how interesting the program was. Several
respondents wrote that the prioritized media depends on where you are located in the
room, if you are in front of the computer or sitting by the TV.

Telephone/Mobile phone
Computer

Internet

™V

Music: Mp3/Stereo/CD
DVD

Radio/web radio
Newspaper/book

MSN Messenger

f T T T
o 10 20 30

Figure 2: What media do you prioritize when consuming several media
simultaneously? (N=70)

Furthermore, some of the respondents described how they only listen to the TV in
the background while consuming other media. Music was also described as something
to listen to in the background.

5 Microsoft Network, a messenger service provided by Microsoft.
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5 Discussion

Multitasking or simultaneous media consumption is not a new phenomenon, however
the notion among researchers of simultaneous media consumption and its implications
for the media industry seem to be. The findings of this study show that the sample are
aware about their simultaneous consumption of media and that it occurs among the
majority of the respondents in the sample. Furthermore, the respondents listed what
media they consume simultaneously as could be seen in figure 1, which were: the TV,
the telephone/mobile phone, the computer/Internet, music players, radio/web radio,
newspaper/book, messenger services and DVD.

Previous studies such as the study performed by Alperstein [05], the Middletown
Media studies [04] and the studies made by BIGResearch [05] have focused on a
combination of two media consumed simultaneously. Pilotta and Schultz [05] also
discussed the use of two media simultaneously, distinguishing between which
medium was consumed in the foreground respectively the background. The findings
of this study shows that not only do the respondents consume two media
simultaneously but often combinations of four media at the same time, such as mp3,
stereo, radio or newspaper in combination with mobile phone, computer and the TV
where the most frequently mentioned combination of media consumed simultaneously
listed by 69 % of the respondents was the combination of the three types of media: the
mobile phone, the computer/Internet and the TV, often with a fourth and fifth media
added.

Few of the respondents stated that they read newspapers or books while
consuming other media. Strangely, of the 7 respondents that stated the media types
newspapers and books, none stated that these where prioritized while consuming
several media at the same time. Instead, these two media types when listed were
almost always listed at the end of the prioritized order. One reason for that
newspapers and books seldom were listed in the combinations could be that they the
respondents did not consider these two media types as media to consume
simultaneously, even if it in reality is highly possible to do so.

Comparing the answers from the sample of the survey to the corresponding
statistics of the Swedish population [Nordicom - Sverige 06, Tidningsutgivarna 06]
shows that there are differences in terms of media usage on the average day. The
average time spent reading a morning newspaper was approximately the same as for
the statistics for the Swedish population. The time spent on watching TV on the
average day, was lower than the time spent by the Swedish population in the same age
group. All the students had access to Internet at the university and most of them at
home, and they therefore spent more time on the Internet than the Swedish population
in the same age group. Concerning radio listening, the time spent was considerably
lower than the average time for the Swedish population in the same age group.
Reading on-line newspapers varied across the sample, some do not read on-line
newspapers at all while others have been regular readers since the late nineties. The
differences with the average population, can be due to that the sample used for the
survey are persons interested particularly in media technology as they are studying for
a master’s degree in the area. Furthermore, they sample consisted of university
students, which also is a group that may differ from the rest of the population in for
example interests, time, habits and economy.
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Previous research have stressed the importance of using observation methods
while studying simultaneous media consumption as participant observation methods
might solve the problems with detecting simultaneous media use. Other relevant
research methods when detecting the perceived simultaneous media consumption
instead of the consumption really taking place are diary methods, letting the
respondents describe their media consumption in their own words. This might
however not reflect the actual media consumption taking accurately place as previous
research has shown that people tend to underestimate their simultaneous media
consumption.

6 Conclusion

Studying new information services poses a special problem for researchers since they
have no track record [Carey and Elton 1996]. Castells [2007:2-3] describe how
futurologists and visionaries have made prophecies about the diffusion and use of
wireless technology based on dreams and fears, having caused people, institutions and
business to suffer. They recommend researchers to observe the present, and use
standard tools of scholarly research to analyze and understand social implications of
communication technology. The quote: “Those who have knowledge do not predict.
Those who predict do not have knowledge” by Lao-Tzu further emphasizes what
Castells [2007:3] describe as visionaries projecting the future based on whatever
comes into their minds on the basis of anecdotal observation and ill-understood
developments.

Research on media usage and news consumption has previously described usage
from a perspective where the media is used one at a time. The findings of this study
indicate however that simultaneous consumption is common among the media aware
technology students of the sample. The computer in combination with the Internet
were at first place as media mentioned as media consumed simultaneously, closely
followed by the TV and the mobile phone. In first place of the media that the
respondents prioritize when consuming media simultaneously was the telephone or
mobile phone. Simultaneous media consumption might imply for the media
companies that competition for the audience attention takes on new forms. This
consumption might then affect media companies as their advertisers are becoming
more and more aware of the phenomenon. Furthermore, aggressive competition in
order to keep the audience interested will affect not only how the advertisements are
presented to the audience but also how the editorial content is presented. In a longer
perspective, simultaneous media consumption further affects the audience concerning
non-linear time use.

The results obtained from this study can at this point not be used to draw accurate
conclusions from. The sample is too small, it is a snap shot and not based on
longitudinal data, and it is not reflecting the population in general. However, it can
still be used to discuss opinions and aspects considering simultaneous media usage.
Future research should investigate simultaneous media consumption in a more
representative sample, in comparison with other countries, and by a deeper analysis of
how the consumption takes place, for example using observation methods in
combination with interviews. Furthermore, analysis of what types of media publishing
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channels are best suited for simultaneous media consumption would be of interest.
This study is the one of the seven studies concerning future convergence in news
production and consumption. The findings will therefore be analyzed further, in
comparison with the author’s previous case studies at Swedish newspaper companies,
concerning the companies’ strategies for usage of new digital publishing channels.
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Abstract: Interactive digital TV is becoming a reality throughout the globe. The most
important part of the picture is new services for the user, in terms of audio-video quality, but
mostly in terms of entirely new content and interacting experience. To this end, we explore the
potential of introduction of semantics in the distribution, processing and usage of the media
content. We propose a smart iTV receiver framework capable of collecting, extending and
processing (reasoning) semantic metadata related to the broadcast multimedia content. System
architecture is presented along with an example service to illustrate the combination of
semantic metadata, user preferences and external data sources.

Keywords: multimedia, metadata, semantic processing, interactive TV, MPEG-7, MHP, OSGi
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1 Introduction

Over the past years, there has been a coordinated effort from multiple organizations
towards the establishment of standard transmission technologies and application
execution environments for digital interactive TV (iTV). This has led to the
development of several standards such as Digital Video Broadcasting (DVB) [1]
transmission specifications (for satellite, cable and terrestrial TV) and the Multimedia
Home Platform (MHP) [2] as middleware for interoperable interactive applications.
There is already an extensive network of digital TV infrastructure based on these
specifications, numbering a multitude of homes subscribed to iTV services from
different broadcasters. Hence, an open market is evolving with great prospects of
benefit both in terms of provider profit and user satisfaction.

The next step to the future of digital TV is the enhancement of interactive
applications provided to the iTV subscribers. The platform described in this paper is
named POLYSEMA, which is a prototype system which focuses on the development
of a “smart iTV receiver” (smart residential gateway) capable of collecting, extending
and processing semantic metadata related to the broadcast multimedia content, in
order to offer pioneer services to users. In this context, content providers have to
supply metadata descriptions along with multimedia content, in a certain metadata
standard format (MPEG-7). Broadcasters multiplex metadata information into their
transport streams so that smart receivers can take advantage of it. Receivers download
metadata from the transport stream and/or the web sites of content providers, and
process the information, taking into account user-defined rules and preferences.

POLYSEMA is based on several standards widely adopted by international
research and industry communities. Particularly, the DVB-T standard [3] is chosen as
the multimedia transmission specification, the MHP standard is chosen as an
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application execution environment, the OSGi platform [4] as a service-oriented
integration platform, the MPEG-7 standard [5] as a metadata description standard and
Semantic Web [6] as the base for semantics representation and logic-based inference.

The rest of the paper is organized as follows: Section 2 describes the overall
architecture of the POLYSEMA system. In Section 3, we present how the proposed
system can be used to support interactive services based on content provider
information and user preferences. The following sections consider prior work to that
research area and conclude the article by giving some insight for future work.

2 The POLYSEMA Architecture

The core of the POLYSEMA system is the receiver. Yet, in order to exhibit
application and video synchronization at the subscriber’s receiver, there is a need to
add synchronization information at the broadcaster side. In this section, we describe
both the novel architecture of the receiver and the additional operations running at the
server. It is worth mentioning that POLYSEMA focuses on compatibility with the
standards introduced in Section 1. This enables seamless interaction of the system
with existing products through the addition of a single component.

system system
Transport Stream Smart Residential Gateway
DVB Server

«subsystem»|
Time events Multimedia

«component»

Time Event

Trigger

IP Channell «subsystem»|
Semantics

Admuonal‘
system| | MPEG-2 | | Subtitles MPEG-7‘ system ‘comem
| Y

External Systems

Content Providers Ty

Figure 1: Overall POLYSEMA architecture

Moreover, the media player displaying the multimedia content at the receiver is a
common MHP-DVB player. The system interacts with it by using its “default”
interfaces (e.g. return channel) and by loading specially tailored MHP applications.
Fig.1 depicts the generic components of the POLYSEMA system and their
relationship with the broadcasting server, content provider and other external systems.

2.1  Extending the Broadcasting Server

MPEG-7 files can describe multimedia content on a scene-by-scene basis, by
providing distinct descriptions for different sections of the video separated by clearly
defined time markers. This model allows for a wide range of interactive applications,
which adjust their behavior as the content presentation advances. A remarkable
problem inhibiting such applications is that, in broadcast environments, the receiver
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cannot maintain a value depicting the concept of “default media time”. That happens
because iTV subscribers may tune to a specific program at any time during the
broadcast. In such cases, applications are unaware of the “absolute media time” of a
program event. The only way to synchronize video with an application is to transmit
stream events within the stream, as described in the DSM-CC specification [7].

To overcome this problem, POLYSEMA utilizes a software module to convert
MPEG-7 timestamps to stream events sent by the broadcasting server. The module
parses the MPEG-7 document, which describes the content to be broadcast, and
performs a mapping of MPEG-7 time elements to stream events, at the granularity of
video segments. A time event signals the transition to a new scene of the video, which
is associated to an MPEG-7 segment. A stream event consists of an identifier, name
and data. Data can contain the MPEG-7 segment identifier. Any time the receiver
tunes to a channel, the application can determine which part of the video is being
displayed by listening for stream events and consulting the MPEG-7 document.

Summing up, the transport stream produced at the server side and sent to the
receiver contains: AV content, MHP applications, and the broadcast file system
mounted on the transport stream (the broadcast stream may include MPEG-7 files),
stream event objects that convey synchronization information, and files in the DSM-
CC object carousel, containing a list of URLSs, so that the receiver can locate and
obtain the corresponding metadata files.

Native Content
Applications Retrieval &
Composition

setActions
............. > MHP Scheduler accesses
broadcast Player
)\
requests -
Multimedia Component activates

accesses

Semantic Component

Figure 2: POLYSEMA Software Components

2.2  The POLYSEMA Smart Receiver Architecture

Each interactive service consists of a presentation part and a logic part. The former
part refers to actions that the media player ought to perform when it comes to display
the results of the latter part. Such actions may be implemented either in a platform-
independent way over MHP and Java Virtual Machine, or using native applications.
The software module responsible for the media presentation is the Multimedia
Component, illustrated in Figure 2. The Semantic Component of POLYSEMA
determines the actions which comprise each service. The Semantic Component is also
in charge of retrieving and integrating any external resources in the POLYSEMA
system. All components are built in an OSGi-based service-oriented fashion, in order
to provide maximum flexibility in composing interactive TV services.
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2.2.1  The Multimedia Component

The Multimedia component is the basic constituent of the proposed system that
produces multimedia content, interacts with the users and adapts to their preferences
accordingly. Specifically, this component refers to the MHP application environment,
in which, the MHP application instances run (e.g., on a Set-Top-Box). A user
interface is supported through which the user is able to define and place several rules
or actions related to their preferences (e.g., on demand multimedia content
presentation and retrieval). Moreover, the Multimedia component communicates with
the Scheduler of the Semantic component (Figure 2) when further contextual
information is required to be fetched and processed. The Semantic component is
responsible for a set of actions denoting the specific type of activity that the MHP
player has to perform, e.g., change content presentation style and format, tune sound
volume, display retrieved info or record part of a program. The Multimedia
component can be envisaged as the ingredient that realizes certain actions derived
from the reasoning tasks in the Semantic component, as discussed below.

2.2.2  The Semantic Component

The Semantic component refers to the semantic processing of relevant metadata. A
more detailed view of its internal architecture is presented in Figure 3. A basic
assumption for our system is that every AV content item is described by an MPEG-7
document. In order to reason over this document we transform it to a corresponding
ontology, which was based on that proposed in [13]. In fact, we have developed a
stripped down version of the ontology in order to eliminate any unused elements.
Moreover, the user “defines” their service preferences by combining templates of
possible actions and declaring rules about when such services should launch and how
they should be presented. The user input is based on the TV User Ontology (Figure
3b). The Reasoning component of the system uses the MPEG-7 document of the TV
program and the user ontology (along with other domain ontologies such as the TV-
Anytime classification schemes of MPEG-7) to infer which services should be
activated during the broadcast. The Scheduler tells the Content Retrieval &
Composition and the Multimedia components what actions they should perform.

The Reasoning component wraps the functionality of a reasoning and a rule
engine. The first engine is required mainly for classifying the multimedia content and
the user preferences to predefined categories, while the second one is used for
deciding which services should be executed given the TV program metadata and the
user profile. Bossam [14] is used as both a reasoning and a rule engine. Once the
appropriate services have been selected for execution by the Reasoning component, it
is the responsibility of the Scheduler component to coordinate the execution of the
respective application logic. Such logic is registered in the Service Registry module
through procedures specified by OSGi (Figure 3).

The Content Retrieval & Composition component is a framework for registering
and managing interfaces with external information sources. For each new source that
is registered (e.g., Web site, multimedia database, RSS feed), the available content is
described along with its type (e.g., text, video) and the invocation details (e.g., URL,
parameters).
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Figure 3: (a) The Semantics Component, and (b) the TV User Ontology

2.2.3  System Integration with OSGi

POLYSEMA uses both OSGi services and MHP applications. The two platforms
exhibit different properties because they follow different design principles, see [8] for
a discussion. In order to retain full compatibility with industry standards such as MHP
and DVB, and still harvest the service management flexibility of OSGi, we decided to
base the component interaction on the IP return channel of the receiver. We
incorporated a delegate bundle in the OSGi platform that conceals the nature of MHP
applications from the rest of the system. If any other OSGi-based component of
POLYSEMA wishes to interact with an MHP application, the MHP-delegate OSGi
service should be accessed.

3 Provision of Interactive Services

This section gives an example of an interactive application that could be provided by
POLYSEMA, and outlines its implementation. A content provider is assumed to sup-
ply the metadata describing the content, while the user enters their profile.
POLYSEMA undertakes the responsibility of semantically matching descriptions
with profiles, and activate appropriate services. Consider a user who includes in their
profile their interest in cars. It could be requested that, in case of appearance of a car
in a TV program the system should collect information about it from the Web (e.g.
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Wikipedia). Figure 4 depicts an indicative screenshot of such an application. This is
just one of the various possible alternative applications, but it illustrates how complex
services can be supported by the proposed system.
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Thi 23 was replaced by the
the Panis Auto Shew

Figure 4: Screenshot of the interactive service which collects web information.
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Figure 5: Sequence Diagram of POLYSEMA components functionality

Figure 5 depicts a sequence diagram illustrating the interaction of the Semantic
and Multimedia components in order to outline the implementation of the
aforementioned application. Specifically, the MPEG-7 document is assumed to
contain detailed metadata that annotate the scene in which a car chases a small aircraft
(Figure 4). A URL link to the MPEG-7 document is transmitted through the transport
stream. At the beginning of the film, the MHP application running at the receiver
requests that the Semantic component downloads the MPEG-7 from the Internet.
Afterwards, the Semantic component creates an MPEG-7 ontology from the
document, processes the descriptions of the film’s scenes to match them with the user
rules and produces the respective actions. As the broadcast advances, each film scene
annotated by the MPEG-7 metadata (e.g., a description of a car make), is eventually
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displayed on screen. The corresponding time event is triggered at the receiver and the
MHP application requests from the Scheduler component to return the desired
actions, i.e. the outcome of the preprocessing of the Reasoning component for that
media scene. Subsequently, the Semantic component, supplies the desired content
through certain layout templates gathered and formatted by the Content Retrieval &
Composition component.

4 Prior Work

The AVATAR project discussed in [9] utilizes most of the techniques and
technologies that the POLYSEMA project uses, such as video annotation, ontology-
based modeling, multimedia metadata, and user profiling/personalization through
semantics reasoning. The main objective of this project is to create a personalized
digital TV program “recommender”, based on the use of TV-Anytime formats and on
techniques that have been widely used in the Semantic Web. The project has partial
overlap with POLYSEMA, which is focused on a more broad range of applications.

MediaNET [10] is one of the major research efforts concerning multimedia
networking. This project is divided in several sub-projects, each of which covers a
significant area of the multimedia content creation, service providers and network
operators. MediaNET emphasises on the broadcasting issues of the multimedia
content and, as far as interactive services are concerned, it delivers the AmigoTV [12]
service and a Personal Video Recorder (PVR). The project does not investigate the
benefits from using metadata during the various phases of the multimedia content
lifecycle. Although POLYSEMA and MediaNET share some infrastructure design
issues their focus is on different aspects of the provision of iTV services.

The SAMBITS project [11] is implemented by some of the major telecasting
organizations across Europe. The two main objectives of the project is the
development of a set of tools for the creation of new interactive multimedia services
that use MPEG-4 and MPEG-7 technologies, as well as the development of the
technologies that would enable user terminals to access those services. On the other
hand, POLYSEMA develops tools for creating multimedia semantics and focuses on
the manipulation of such metadata inside the residential gateway.

There have been previous attempts to design systems combining both MHP and
OSGi platforms. The work in [8] introduces a low-level implementation of a system,
which is both OSGi and MHP compliant. The problem with this approach, however,
is that, the reference implementation of the MHP platform had to be modified, and,
thus, the system does not retain full compatibility with industry standards.

Recent work (see [15] for a comprehensive presentation of the respective 1SO
ammendment) defines different methods to carry metadata over MPEG-2. Metadata
can be sent either by using private sections of MPEG-2, PES packets or the Broadcast
File System. The latter approach was preferred, as it allows for in advance loading of
the complete metadata, so that it can be timely preprocessed by the semantic
component, before respective video scenes arrive. Moreover, in our design, the server
can only send links to the metadata and not the entire resource. We believe that this
model of metadata transmission is more appropriate, because it saves bandwidth for
AV information in the TS, while the metadata can be fetched concurrently from an
Internet connection available at the receiver.
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5 Conclusions and Future Work

The research work carried out in the context of the POLYSEMA project is driven by
the great importance of metadata in providing future iTV services and the need to
manage them efficiently. Moreover, the POLYSEMA platform supports applications
which adapt their behavior as the content presentation advances, allowing thus for
innovative iTV services. Additionally, we believe that more effective personalization
can only occur if the preferences of each user are known. This can only be achieved if
semantic reasoning process takes place in the end-user premises. Future research may
include an even more generic framework for designing services and integrating a
variety of external web resources into the TV watching experience.
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Abstract: Today the availability of digital media content is well established and
widespread. Not only commercial content distribution is a big market, but also user
driven digital multimedia content is produced and shared in big communities. There
is an increasing need to automatically categorize media such as music or pictures and
more general to provide intelligent mechanisms for easier navigation, search and re-
trieval within huge distributed content repositories. One of the metadata standards
that has been established to describe multimedia content via metadata is MPEG-7.
This international standard facilitates many application domains and is probably the
richest multimedia metadata set available today. However, one of the key issues is to
provide an almost automatic annotation of multimedia data in respect to low-level
(e.g., color, shape, audio signature, etc.) as well as high-level (e.g., object recognition,
event recognition, etc.) features. This work investigates and analyzes currently available
MPEG-7 annotation tools and summarizes their applicability and limitations.

Key Words: MPEG-7, MPEG-7 Annotation Tools, Multimedia Metadata
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1 Introduction

The ever-growing availability of digital audiovisual material to the user via new
media and content distribution methods resulted in an increasing need to auto-
matically categorize digital media. Descriptive information about digital media
which is delivered together with the actual content represents one way to fa-
cilitate retrieval immensely. The aims of so-called meta data (data about data)
are to e.g. detect the genre of a video, specify photo similarity or perform a
segmentation on a song, or simply recognize a song by scanning a database for
similar meta data. One of the meta data standards that has been established to
describe multimedia content via meta data is MPEG-7 [MKP02]. This interna-
tional standard facilitates many application domains and is probably the richest
multimedia meta data set available today.

But, a rich multimedia meta data description on its own is only a first
small step to an ultimate multimedia search and retrieval system. Currently,
some research concentrates on how multimedia meta data can be stored and
accessed effectively (e.g., PTDOM [WKO06], MPEG-7 MMDB [KD07]). In ad-
dition, efforts are raised for defining standardized access to those databases
(see [DWGKO06]). A missing part is still an automatic extraction of high-level in-
formation (see [HSL106]) within multimedia data (e.g., object or event recogni-
tion, etc.) whereas the extraction of low-level features is well understood. There-
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fore, we are able to describe multimedia data and to store and access those
descriptions. Nevertheless, we are still facing the problem that there is a lack on
effective tools assisting a user in annotating multimedia material. For this pur-
pose, this paper evaluates available MPEG-7 annotation tools and summarizes
their applicability and limitations.

2 Evaluation Criteria

The criterions presented below serve as basis for the evaluation of all described
MPEG-7 annotation tools. The main intention of the chosen criteria is to provide
basic decision capabilities to users facing the need for annotating multimedia
data with MPEG-T7.

1.) Media: This evaluation criteria deals with the type of media the respective
annotation tool is able to process. Here, on the one side any restriction in
the use of different media formats (e.g., video, audio, image) is analyzed. On
the other side a closer look to supported compression formats (e.g., JPEG,
MPEG, etc.) is given.

2.) Domain: In general, MPEG-7 can be used to support any application do-
main (e.g., sports, cultural events, etc.). Nevertheless, it has been inves-
tigated whether there is any application dependent restriction among the
annotation tools. Furthermore, the extensibility in respect to different appli-
cation domains has been tested.

3.) Annotation: One of the central points of MPEG-7 annotation tools is their
ability to annotate any kind of media. Here, the evaluation concentrated
on the type of annotation such as manual, semi-, and/or automatic. Fur-
thermore, what kind of feature descriptions can be extracted. Besides, the
correctness of the resulting MPEG-7 descriptions has been evaluated.

4.) Development status: An important factor for the use of annotation tools is
their system requirement and how stable (version) and advanced the software
is.

5.) User interface: Available user interfaces are analyzed according its usability
and the elaborateness of the provided documentation.

6.) Ability to integrate: As annotation is only one part in an enhanced mul-
timedia process chain, one has to check how the annotated data can be
transferred and what kind of interfaces (e.g., for extensibility or database
integration, etc.) are provided.

Table 1 provides an overall overview of all annotation tools according to their
provided media formats and their supported type of annotation.
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Category |Tool HImages‘Video‘AudioHauto‘semi‘manual‘
Caliph & Emir *
M-Ontomat * *
Visual VideoAnnEx * *
VIZARD * * *
MARVel * * *
Audio Encoder * *
Audio Audio Analyzer * *
Audio Low Level * || K
Frameworks MPEG-7 Library| * * * | % *
VizIR * * * * | % *

Table 1: Short Overall Analysis
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3 Presentation and Evaluation of MPEG-7 Annotation Tools

This section provides an overview of analyzed MPEG-7 annotation tools and

states a short description of every application and framework. Due to length
restrictions, this paper concentrates only on a subset of available tools. An ex-
tended list can be found in [Lef06].

3.1 Visual Tools

— Caliph & Emir

Caliph & Emir [LKGO04] are two applications for the annotation and retrieval
of images with MPEG-7 descriptors. The project has been initiated at the
University of Graz . The tool allows automatic extraction of low-level fea-
tures of images and supports the user by manual annotation of semantic
descriptions. Furthermore, an automatic conversion of EXIF ? and IPTC
IIM 3 is supported as well as semantic annotation by the integrated Seman-
tic Annotation Panel.

Evaluation: As illustrated in table 1, this tool is specialized for annotating
images whereas only jpeg and png formats are allowed. The annotation is
semi-automatic where all low level features (e.g., color) and available EXIF
and IPTC IIM information are extracted automatically. Manual annotation
for semantic information is needed whereas a good support is provided by the
semantic annotation panel. Unfortunately, the resulting MPEG-7 description

! http://www.tugraz.at/
2 http://www.exif .org/
3 http://www.iptc.org/IIM/
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is not valid (but well-formed) due limitations in the header and Semantic-
Time objects. The tool runs in Java 5.0 and therefore is available for all
operating systems. Furthermore, adequate documentation can be found.

M-Ontomat-Annotizer

The M-Ontomat-Annotizer is part of the aceMedia project [HSLT06] for
analyzing and annotating multimedia data. It bases on the CREAM frame-
work [HSC02] and is an extension of the OntoMat-Annotizer [HS03]. The
tool uses ontologies for supporting the annotation process. These ontologies

can be domain specific such as Visual Description Ontology (VDO) for videos
or Multimedia Structure Ontology (MSO) which bases on MPEG-7 MDS.

Evaluation: The M-Ontomat-Annotizer provides mechanism for annotating
images as well as videos. It is strong in supporting various compression for-
mats (e.g., jpeg, mpeg, mov, etc.) and is highly extensible by the integration
of various ontologies. Nevertheless, there are several drawbacks. The extrac-
tion of low level features is automatic but every descriptor must be chosen
separately. All resulting MPEG-7 descriptors are well-formed but only two
are valid. Furthermore, the result of every descriptor (e.g. DominantColor)
is stored in a separate file, which reduces usability. The user interface is
complex and the software is limited to Windows operating system due the
use of Java Media Framework (JMF).

IBM Annotation Tool VideoAnnEx

The IBM MPEG-7 Annotation Tool (short VideoAnnEX) [TLS02] allows
the annotation of videos with MPEG-7 descriptions. The granularity of the
annotation focuses on shot and frame elements where shots are detected au-
tomatically during the load process. Objects within frames can be tagged by
bounding boxes which allows a separate region based annotation. The tool
supports descriptions about static scenes, events and key objects within shot
sequences.

Evaluation: As its name suggests, VideoAnnEx only supports annotation
of videos and is limited to MPEG-1/2/4 formats. The annotation process
is semi-automatic where only a shot detection is performed automatically
and all semantic description has to be realized manually. There is no domain
restriction at all and it is arbitrary extensible by events, key objects, etc.
All resulting MPEG-7 descriptions are well-formed and valid. The user in-
terface is intuitive and simple but no sufficient documentation is available.
The application only runs on Windows operating systems with an adequate
hardware setting. Furthermore, the tool does not provide any integration
facilities at all.

— VIZARD - Video Wizard
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The VIZARD tool [RK01] is a video publishing tool which targets on novice
users for processing their home videos. It facilitates the annotation of videos
by introducing a novel video-book model that provides a structuring in chap-
ters, sections, index, conclusion and so forth.

Evaluation: VIZARD supports annotation of videos of MPEG and AVI
compression formats. Currently, the tool is in beta status and run on Win-
dows operating system. The user interface is easy to handle and intuitive but
no documentation is available. The annotation mode is semi-automatic (au-
tomatic shot detection) whereas no low level features can be extracted. The
tool provides support for any domain and is arbitrary extensible by its Lense
and Tag concept. The resulting MPEG-7 descriptions are well-formed but
not valid due to a MediaUri description which is not standard conform. The
tool provides no interfaces but enables data transfer by MPEG-7 instance
documents and Annotator XML files.

— IBM MARVel

MARVel 4 is an image and video retrieval tool that provides automatic index-
ing and categorizing of image and/or video collections based on integrated
content analyze techniques. For instance, the tool assigns the concept out-
door when an airplane is detected, and so on. Furthermore, MARVel provides
retrieval strategies based on feature descriptors or semantic concepts.

Evaluation: MARVel allows annotation of image and video files where a
rich set of compression formats is supported. The tool performs automatic
annotation and feature extraction but provides no means for any data trans-
fer as all data is stored in an internal database. Furthermore, the annotation
domain is limited to available concepts (e.g., indoor, outdoor) and no extensi-
bility facilities have been documented. The tool runs on Windows operating
systems and requires some memory space at the local disk. MARVel does
not provide any documentation. The user interface is comfortable and well
balanced.

3.2 Audio Tools

— MPEG-7 Audio Encoder

The MPEG-7 Audio Encoder ° is a Java based library for low level feature
description of audio data. It has been developed at the RWTH-Aachen uni-
versity in cooperation with Universita Politecnica delle Marche, Italy. The
tool is available as a console based stand alone version as well as a web based

4 http://mp7.watson.ibm.com/marvel/
® http://mpeg7audioenc.sourceforge.net/
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application.

Evaluation: The Audio Encoder is one of the most sophisticated audio
annotation tools among the evaluated ones. It supports a large number of
compression formats and provides an automatic annotation and low level fea-
ture extraction (all MPEG-7 audio descriptors are available). The resulting
MPEG-7 descriptions are well formed and valid. The project is still active
and uses Java. It’s jar file can be integrated to other projects and the data
transfer is realized by MPEG-7 instance documents.

MPEG-7 Audio Analyzer

The MPEG-7 Audio Analyzer ¢ has been developed at the Technische Uni-
versitdt Berlin and allows the extraction and annotation of all available
MPEG-T7 low level audio descriptors. Unfortunately, only a web based online
version is available.

Evaluation: The Audio Analyzer is restricted to WAVE and MP3 com-
pression formats and supports an automatic extraction of all low level audio
features. Unfortunately, the input audio file is restricted in size (1 MB for
WAVE and 300kb for MP3). The resulting MPEG-7 description is well-
formed but not valid. The project is still active but does not provide any
documentation. In addition, there are no interfaces available and the data
transfer is realized by MPEG-7 instance documents. There are no restrictions
in regard to domain or extensibility.

MPEG-7 Audio Low Level Descriptors

The MPEG-7 Audio Low Level Descriptors calculator 7 has been developed
at the University of Wollongong, Australia. Unfortunately, no further infor-
mation (papers, documentation) about its mode of operation could be found.

Evaluation: This project is very similar to the Audio Analyzer but is more
restrictive. It does not support the annotation and extraction of all audio low
level feature descriptions. The resulting MPEG-7 descriptions are not valid
and one can found the same limitations for the input audio files. Further,
the project is not active anymore and no documentation can be found.

3.3 Frameworks

— Joanneum MPEG-7 Library

The MPEG-7 Library 8 is a C++ implementation of the MPEG-7 standard
ISO/IEC 15938:2001 freely provided by the Joanneum Research Forschungs-

5 http://mpeg71ld.nue.tu-berlin.de/
" http://www.whisper.elec.uow.edu.au/mpeg7/
8 http://iiss039.joanneum.at/cms/index.php?id=84
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gesellschaft mbH at Graz, Autria. The current implementation supports
Windows as well as Unix operating systems. The library focuses on manip-
ulating, validating, creating etc. of MPEG-7 descriptors. It does not contain
feature extractors. Therefore, the library supports developers in XML-DOM
programming of MPEG-7 documents.

Evaluation: The library supports annotation features for all available me-
dia (image, video, audio) and almost all MPEG-7 description schemes and
descriptors (around 1200 classes). The implementation is sophisticated and
arbitrary extensible. Besides, the use of different compression formats must
be implemented individually. The project bases on C++ and the .NET 2003
platform and is currently available for Windows (the source code also com-
piles at UNIX). Furthermore, it includes a rich documentation and provides
a large example file repository for almost every implemented descriptor.

— VizIR

The VizIR [EB02, EB03| framework has been developed at the Technische
Universitdt Wien, Austria. The project provides an open extensible frame-
work containing approaches for feature extraction, distance metrics and com-
ponents of user interfaces. The main targets of the framework are the creation
of a basis for content based retrieval applications and for research on new
approaches for automatic content extraction within images and videos.

Evaluation: The VizIR framework is at an early alpha stage and bases on
Java and JMF. It supports all media (image, video, audio) and provides a
rich set of compression formats (due the use of JMF). Currently, the project
offers an API for around 800 MPEG-7 types (all audio, visual and MDS
descriptors and description schemes). The documentation is sufficient (API
based) and data transfer is guaranteed through MPEG-7 instance documents
and the Mind Reading Markup Language (MRML).

4 Conclusions

This paper evaluated all found MPEG-7 annotation tools and summarized their
applicability and limitations. The existing tools were divided into three groups:
tools only supporting visual data, tools supporting audio data and frameworks.
In general, the support for automatic or at least semi-automatic annotation of
low- and high level features is rather poor. This is especially the case for all
audio annotation tools where no semantic annotation is supported. In addition,
only few tools are able to produce valid MPEG-7 descriptions which limit their
usability. Some highlights present Caliph in annotating images and VideoAnnEx
for videos, whereas the annotation of video is in most cases limited to shot
detection. In the audio domain, the Audio Encoder is most sophisticated among
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the tested tools. Recently, the development of MPEG-7 frameworks promise to

improve the current situation as they can serve as basis for more advanced tools
as they do not specialize on small subareas of the standard. Furthermore, several
EU supported projects exists (e.g., K-space ?) whose main goal is research and
development of tools for semi-automatic annotation and retrieval of multimedia

content.
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Abstract: In this work we propose how to deal with the Semantic Gap in closed
domains. That is, we propose to bridge the Semantic Gap by means of mapping well-
known low-level feature patterns found in MPEG-7 descriptions to formal concepts. The
key contributions of the proposed approach are (i) the utilisation of ontologies, and rules
to enhance the retrieval capabilities (effectiveness), and (ii) the realisation of the feature
matching process being carried out on the structural level through indexed MPEG-7
descriptions (efficiency). We discuss advantages and shortcomings of our approach, and
illustrate its application in the realm of non-linear, interactive movie productions.
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1 Introduction

One key problem of multimedia content understanding—bridging the Seman-
tic Gap—still is not satisfactory solved. Following [Smeulders et al. 2000], the
Semantic Gap is “the lack of coincidence between the information that one can
extract from the visual data and the interpretation that the same data have for
a user in a given situation”. In the realm of non-linear, interactive movie produc-
tions, one major challenge is the dynamic matching of appropriate clips based
on a formal expression describing the desired content. In our setup, a movie is—
based on the users interaction—assembled on-the-fly, requiring the retrieval of
the audio-visual content to be performed in near-real-time. For example, in one
point of the narration, there could be a query for some material that is about
soccer, has an interview in it and starts with a PAN LEFT camera motion.

We believe that our approach—driven by requirements that stem from a
non-linear, interactive production environment—can offer a sound solution to
the problem stated above.

In the next section we start with a discussion on related work and give a short
overview on the production environment. We then discuss the theoretical under-
pinnings of our proposed solution, the Media Semantics Mapping in Section 3.
In the following Section 4 we present the current (prototypical) application of
the approach. Finally, we conclude on the work done so far and report on the
next planned steps in Section 5.
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2 Related Work and Environment

Thoughts on how to conceptually bridge the Semantic Gap are probably as old
as the multimedia content itself [Grosky 1994]. Most of the work in the realm
of multimedia content representation focuses on the integration of multimedia
metadata—as MPEG-7 [MPEG-7 2001]—with logic-based ontology languages,
typically OWL [OWL 2004].

The constitutive work of Hunter et.al. [Hunter 2001] has led to numerous
related efforts [Troncy 2003, Garcia and Celma 2005] that all share the transla-
tional approach of mapping MPEG-7 to OWL. For the field of ontology-based
video retrieval, for example [Tsinaraki et al. 2004] reports a methodology to
support interoperability of OWL with MPEG-7'.

Media Streams—developed by Davis [Davis 1995] in his PhD thesis— is a
system for annotating, retrieving, repurposing, and automatically assembling
digital video. It uses a stream-based, semantic representation of video con-
tent with an iconic visual language interface of hierarchically structured, com-
posable, and searchable primitives. Nack and Putz presented the Authoring
System for Syntactic, Semantic and Semiotic Modelling (A4SM) framework
[Nack and Putz 2001] that includes the creation, and retrieval of media mate-
rial. The project goal was to have a framework at hand that would allow for
semi-automated annotation of audiovisual objects, and to demonstrate the ap-
plicability in a news production environment. Both the Media Streams system
and the A4SM can be understood as precursor to our proposed architecture.

Motivated by the promising work reported in [Little and Hunter 2004] and
[Hollink et al. 2005] the proposal presented inhere is based on our experiences
with MPEG-7 annotation and retrieval [Bailer et al. 2005].

The environment. The New Media for a New Millennium (NM2) project
[Rehatschek et al. 2006] targets at the creation of technologies for non-linear,
interactive narrative-based movie production. NM2 is an Integrated Project of
the EU’s 6th Framework Programme running till summer 2007 with 13 partners
from eight European countries.

The tools for personalised, reconfigurable media productions are elaborated
in six audio-visual productions that range from news reporting and documen-
taries through a quality drama serial to an experimental television production.
Targeted end-user devices are Windows Media Centre-PCs, game consoles, and
mobile phones. For a detailed overview on the project objectives, system capa-
bilities and the productions, the reader is referred to [Williams et al. 2006].

! For an overview on related MPEG-7 formalisations and multimedia ontologies, the
reader is referred to [Hausenblas et al. 2007].
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3 Media Semantics Mapping

In this section, we discuss the Media Semantics Mapping (MSM) foundations,
the terminology used, and the possibilities gained from using this approach.

Modality in our understanding is a path of communication between the hu-
man and the computer; major modalities are vision and audition (others are
tactition, olfaction, etc.). In this work, audio-visual data is referred to as essence,
i.e., the actual piece of data that resides e.g. in the file system. A media item (MI)
is a proxy for some essence and acts as a pivot for attaching low-level features
as well as annotations stemming from the domains semantics. In NM2, MPEG-
7 [MPEG-7 2001] is utilised for representing low-level features of the essence, as
colour descriptors, etc. We head after extracting as much as possible automati-
cally from the essence to produce comprehensive MPEG-7 descriptions based on
technologies of our Multimedia Mining Toolbox [Bailer et al. 2005, Section 6]. In
the visual domain we use the Dominant Color Descriptor and the Color Layout
Descriptor to capture colour features. To describe textures, we make use of the
Edge Histogram Descriptor. Shapes can be recognized via the Contour-Based
Shape Descriptor. The Camera Motion Descriptor is utilised to describe camera
movements (pan, tilt, zoom, etc.). Although a representation of low-level features
on the ontological level would be possible, we do not lift MPEG-7 descriptions
and description schemes onto the logical level, rather MPEG-7 fragments are
referenced from within the ontology.

OWL-DL [OWL 2004] is used to formalise the domain semantics and func-
tions as the interface to the Narrative Structure Language [Ursu and Cook 2005].
A logical entity (LE) is anything contained in a MI that can either directly be
recognised w.r.t. a modality, or that is not directly observable. A more formal
account of the terms is given below.

3.1 Media Semantics

What are media semantics? According to [Harel and Rumpe 2004], any language
definition comprises syntax, semantic domain, and a semantic mapping from the
syntactic elements to the semantic domain. When talking about media semantics
inhere, we subscribe to this point of view. In our understanding the essence itself
does not “have” semantics. A piece of essence may be consumed or manipulated,
nevertheless, essence “carries” the semantics and it is up to the consumer of the
essence to interpret what she understands from it. Hence we do not try to define
what in the general case an object “looks like” or “sounds like”. We therefore
understand that the ontological constructs in combination with the rules are our
syntactical framework, further the semantic domain is conceived as being the
domain of the LE that can occur in the essence, and finally define the semantic
mapping as described below.
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3.2 Spaces of Abstraction

We allow for two orthogonal conceptual paradigms to model media semantics:
spaces and the well-known class/instance pattern. A space represents a certain
level of abstraction, ranging from low-level, as colour or shape to abstract entities
such as human feelings. Classes and instances are used to define the actual
LE. Therefore “the soccer ball” instance in the context of a soccer game is
defined to be black, white, and round but this does not mean that “a ball” in
general—referring to the class level—has these properties. Fig. 12 depicts the

V ... modality vision, A ... modality audition
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Figure 1: The Media Semantics Modelling Spaces.

spaces available in our approach, with V denoting the modality vision, and A the
modality audition. Following [Grosky 1994] we introduce relationships that can

2 The reader is invited to note that this figure has already been presented at
a tutorial—What you Mean is What you Watch: Multimedia and the Seman-
tic Web, cf. http://gate.ac.uk/conferences/eswc2006/multimedia-tutorial/—
at the ESWC 2006.
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hold between an essence and some logical entities. The spaces are defined—Ilisted
by increasing level of abstraction—as follows.

1. The Feature Space—F-Space. Contains LE that represent low-level features.
A low-level feature (LLF) is a single aspect of a certain (spatio-temporal)
part of a media item. For example the dominant colour of a spatial region
(black and white) is represented as a LLF.

2. The Concrete Logical Entity Space—C-Space. Contains LE that can di-
rectly be recognized in the essence. A concrete logical entity (CLE) is a dis-
tinct object being defined by a combination of low-level features and their
respective values (simple CLE) or using other concrete logical entities (com-
posite CLE). For example, in the soccer domain, the CLE soccer ball may
be defined by the LLF dominant colour black and white, and circular shape,
i.e., a simple CLE. A table could be defined consisting of a CLE tabletop
and four CLE table legs, resulting in a composite CLE.

3. The Abstract Logical Entity Space—A-Space. Contains LE that are not
directly observable. An abstract logical entity (ALE) can be defined by a
combination of CLE (simple ALE) or other ALEs (composite ALE). For
example the ALE soccer game may be defined by the simultaneous presence
of an ALE audience and a number of CLE soccer player.

Within each space, the class-instance modelling can be used to add further
semantics, as taxonomies, object relations, etc. In each of the six NM2 pro-
ductions, a domain-specific ontology is defined covering concepts and instances.
This might be 'church’, or ’painting’ in the case of the documentary production
about England’s Golden Age in the 16" century, or certain actors, moods, and
keywords, as found in the drama Accidental Lovers [Hausenblas and Nack 2007].

Built-in rules. Due to the well-known limitations of DL-ontology languages
[Horrocks et al. 2005] we utilise rules in addition to DL-ontologies (see also
[Staab et al. 2003]) to define the semantics of a logical entity in the context
of a production. However, using rules can lead to serious problems w.r.t. organi-
sational issues. We therefore only provide a minimalistic set of so called built-in
rules, and automatically generate the actual rules as described below.

Two properties, defined in the NM2 core ontology, enable the incorpora-
tion of rules, hence assisting to define the semantics of a logical entity. The
defines property allows a combination of ConcretelogicalEntity instances
to define either another ConcretelogicalEntity instance (composite pattern)
or an AbstractLogicalEntity instance, hence an inter-space mapping. For each
(partial) defines-property in the ABox of the ontology appropriate atoms are
added to the corresponding rule.
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A media item contains a number of LogicalEntity instances along with
LLFeature instances representing an occurrence of a logical entity in a media
item. Equally as above, for each occurrence atoms are added accordingly.

An exemplary built-in rule defining the mapping from the F-Space to the
C-Space is shown below. Given that a set of low-level features {llf;...llf;}
defines a certain logical entity cle (line 1), and it is known that a certain media
item mi contains this set of low-level features (line 2), it can be inferred that
mi contains cle.

contains(mi, cle) «— defines(llf1,cle) A ... Adefines(llf;, cle)A
2 contains(mi,llf1) A ... A contains(mi, Il f;)

-

However, to ensure the correctness of the definition, some constraints must be
put on the variables: VIl f; € LLFeature, further cle € ConcreteLogical Entity,
and mi € Medialtem, which highlights the connection to the NM2 core ontology
that defines each of the concepts. To enhance the domain-specific ontologies
further, so called user-defined rules can be manually defined by the user.

The ontology and the rules together form the knowledge base KB ssas, which
further is used to annotate the essence automatically. B ;s is defined as being
a tuple (Op, R), with Op being an ontology that consists of an ABox and a
TBox, and R a rule-base comprising built-in rules and user-defined rules.

4 Applying the Media Semantics Mapping

The Media Semantics Mapping Utility (MSM-Utility) is used to define instances
based on the built-in rules, described above to generate KBy;sp;. For managing
MPEG-7 documents we use our MPEG-7 Document Server [Bailer et al. 2005,
Section 5.2], which provides access to MPEG-7 documents for a number of
clients and allows the exchange of whole documents or fragments thereof utilising
XPath. Access to parts of documents is crucial for the efficiency of the system,
as MPEG-7 documents of larger media items tend to have considerable size.
The MPEG-7 documents used in the system are compliant with the Detailed
Audiovisual Profile (DAVP) [Bailer et al. 2005].

For processing the ontological information, we use a performant RDF-library,
the Redland RDF library®, wrapped up in an Object-Oriented-API (C++) that
enables manipulation and query on the ontological level. Applying R onto Op
is done utilising Prolog. Op represented in OWL-DL is converted into a number
of SWI-Prolog* facts.

3 http://librdf.org/
4 http://www.swi-prolog.org/
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Typically, users of the NM2 toolkit lay out their production-specific ontolo-
gies by means of creating concepts and instances. Through KBy;sp; the system
is then able to automatically tag the essence in two subsequent steps. Firstly, the
low-level features are extracted automatically on the MPEG-7 level. Secondly,
KBrsar is used to match against the generated description of the essence, trig-
gering an update of the ABox of Op.

5 Conclusion and Outlook

We have shown in this paper how to map low-level features extracted from
multimedia essence to logical entities. This enables an effective and efficient
retrieval of the essence. Another source for the entity definition process are
scripts, shot-logs, etc., which are incorporated through the ingestion process. We
also plan to include the support for guided definitions. This means to extract
MPEG-7 features from a reference image or audio-clip, display the extracted
values and let the user select a combination of the extracted values for definition
purposes, quite similar to [Little and Hunter 2004].

To allow for queries as “find me all MI with an interview as establishing shot,
followed by a ZOOM_IN onto a painting”, we currently work on the integration
of so called temporal annotations to be used within a media item, based on
[Allen and Ferguson 1994].
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Abstract: With the advent of Web 2.0 technologies a new attitude towards processing
contents in the Internet has emerged. Nowadays it is a lot easier to create, share and
retrieve multimedia contents on the Web. However, with the increasing amount in
contents the retrieval process becomes more complex and often leads to inadequate
search results. One main reason is summarized easily: Approaches to image clustering
and retrieval usually either stick solely to the images’ low-level features or their semantic
tags. However, this is frequently inappropriate since the “real” semantics of an image
can only be derived from the combination of low-level features and semantic tags. Con-
sequently, we investigated a more holistic view on semantics based on a system called
Imagesemantics that tries to close the gap between both approaches by combining them.
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1 Introduction

“What the heck do these images have to do with what I'm looking for?” That is a
question many of us frequently ask when querying for images on the Web. Del
Bimbo calls this the “semantic gap”, the difference between technical extraction
of data and the semantically correct interpretation of content [DelBimbo 1999].
Regardless of searching for pictures via Google Image Search [Google 2007],
Yahoo! Photos [Yahoo 2007] or Flickr [Flickr 2007], the retrieval results are
usually widespread and thus unsatisfying. This is usually a result of employing a
website, where an image is associated with, as single source of metadata for images.
Even more, common search interfaces are mostly restricted to textual queries.
Contrariwise, the open source projects LIRe and Caliph & Emir allow content
based image retrieval given an image (dataset) [Lux et al. 2003, Lux et al. 2006].
The combination of both strategies (text and image analysis) is rather rare but
has for example been applied in IBM’s Proventia Web Filter [[BM 2007]. For that
purpose, the Proventia Web Filter is only suitable for “defensive” content blocking
instead of “active” ad-hoc searches. Another approach for the combination of
low-level and high-level metadata has been made in Magick, an application for
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cross media visual analysis. Textual data and images are clustered and visualized
based on feature spaces they have in common. It relies on weighted averaging
of similarity metrics that cannot be applied to an ad-hoc retrieval scenario. An
application for common retrieval tasks, which supports ad-hoc search not based
on filtering is to the best of our knowledge currently not existing. For that
purpose, we have developed Imagesemantics: A speedy and concise system that
allows searching for images in order to narrow (or even close) the “semantic gap’
between low-level content based retrieval and high-level metadata annotations.

)

In this paper, we first give an overview on state-of-the-art image retrieval
techniques. Then, we introduce related image retrieval systems. After that, we
present of Imagesemantics system, which incorporates OWL-based rules for the
combination of high-level features (vocabulary independent keywords, called tags)
and low-level image features. The paper closes with conclusions and gives an
outlook on further research.

2 Image Retrieval Techniques Compared

In general two different types of image retrieval can be distinguished: (i) Re-
trieval based on content-dependent metadata and (ii) retrieval based on content-
descriptive metadata [DelBimbo 1999]. Content-dependent metadata includes
low-level features generated automatically from the image content such as the
image’s color or shape feature vectors. Content-descriptive metadata are seman-
tically high-level annotations. In the following, we will introduce both concepts,
with a focus on standards compliant information processing. In this aspect, we
will stick to MPEG-7 (also called the Multimedia Content Description Interface)
[ISO 2002, ISO 2003] because it offers the semantically richest metadata model
for describing the content of audio-visual media.

MPEG-7 [Chang et al. 2001] was standardized by the Moving Pictures Expert
Group (short MPEG) and proposes a rich set of description schemata as descrip-
tors organized in descriptor schemes. For the storage and processing of low-level,
content-dependent metadata MPEG 7 basically provides three different types
of structural features for content-based analysis of images: Color, texture and
shape descriptors. MPEG-7 color descriptors provide means to analyze images
based on their color distribution. In addition, MPEG-7 offers three descriptors
that aim the texture and three shape descriptors. The applicability for photo
retrieval and redundancy issues are discussed in [Eidenberger 2004].

In order to overcome the problems of interpreting the semantics of audio-
visual contents correctly high-level metadata annotations are used. While the
extraction of low-level features can be done automatically, the annotation of
images with high-level metadata annotations is mainly a manual procedure. High-
level metadata annotations are a means of classifying, organizing and (finally)
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Figure 1: Flickr image search results for “blooming AND gardenia”

retrieving audio-visual contents. Similarly as with the content-based analysis of
images by low-level features the MPEG-7 standard provides dedicated descriptors
for high-level metadata annotations. These annotations reach from textual content
descriptions up to ontologies. Thus, MPEG-7 offers a wide range for high-level
interpretable and interoperable metadata annotations.

3 Image Retrieval Systems

There are several image retrieval systems. Most of them are based on either textual
(metadata) descriptions or the image’s low-level features. Here, we confine our
comparison onto the (probably) most prominent systems in the field of metadata
driven image retrieval (Flickr.com) and content based image retrieval (Caliph
& Emir). As IBM’s Proventia Web Filter can not be actively queried for ad-
hoc image retrieval the search results of the previous systems will be directly
compared with our Imagesemantics system. For the sake of comparability, we
perform our query in any system on the same kind of picture: A blooming flower
called Gardenia.

Flickr is a typical Web 2.0 representative. It provides its users with func-
tionalities to describing, tagging and arranging images in web-based collections.
Even more, the whole community might contribute to the stored images. For
that reason, the tags are frequently misleading as different users have different
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perspectives onto a certain picture or focus on different semantic levels (the
image in general or a certain detail). Similarly, images can only be retrieved
via the images’ metadata descriptions or tags. Thus, users can specify search
terms. In the case of our comparative search for a “Blooming Gardenia” our
initial query “Gardenia” returned an unmanageable 3000 pictures, of which “only
1.200 were explicitily tagged as “Gardenia”. Therefore, we refined our query to
“Blooming AND Gardenia” which returned a reasonable amount of 23 pictures

b))

only. However, the result set is quite disappointing (cf. figure 1). Our query
returned only three pictures we were searching for, while the remaining 20 were
quite different. Two of the images dealt with “Gardenia” but were “too wide”
while the remaining 18 showed completely different pictures of coffee plants.

Caliph & Emir are MPEG-7 based Java applications for image annotation
and retrieval applying content based image retrieval techniques using MPEG-7
descriptors [Lux et al. 2003]. Besides extraction of existing information in digital
photographs and transformation of these contents to MPEG-7, Caliph supports
the creation of semantic dependencies. For that purpose, the MPEG-7 descriptions
in Caliph comprise metadata description, creation information, media information,
textual annotation, semantics and visual descriptors [Lux et al. 2006].

On top of it, Emir supports content based image retrieval in local image
repositories created with Caliph. The most sophisticated retrieval techniques
applied in Emir are backed by MPEG-7 descriptors ColorLayout, EdgeHistogram
and ScalableColor. For the sake of comparability, the our reference query was
evaluated on a local copy of all those 3.000 images of flickr, which contained
“Gardenia‘’” in their description. Given the fact that a pre-selection of images
based on their flickr-tags has manually been performed beforehand, the images
retrieved are of much better quality than in the tag only search presented before.
Nevertheless, about the half of the result size is quite different from what we have
been querying for. Thus, there are two main drawbacks: First, Emir requires a
manual preprocessing of Flickr images by Caliph in order to create a local image
collection. Second, the comparison of the reference image’s feature vector with
all the other image vectors is very time consuming.

The main challenge in image retrieval is a fast and concise interpretation of
the query’s semantic. As we demonstrated before, a solely text or content based
analysis mostly leads to unsatisfying results. While the results obtained from
a time consuming content based analysis performed on manually pre-selected
images based on their Flickr tags proved to be much more precise, the ultimate
goal seems to be the combination of an accelerated text and image analysis.
Therefore, our Imagesemantics system links both approaches by a k-means
clustering algorithm. By comparing the reference image with the cluster vectors,
Imagesemantics allows its users a fast and concise opportunity to formulate
search queries based on search terms and by specifying a reference image.
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Figure 2: Rule-based image clustering process

4 Imagesemantics: Rule-based Image Clustering & Retrieval

In order to close the so-called “semantic gap” our approach is a rule-based image
clustering and retrieval system. Starting from our multimedia information systems
MECCA [Klamma et al. 2005] and MEDINA [Spaniol and Klamma 2005] devel-
oped to foster the annotation, classification, discussion and thus, collaboration
about multimedia contents in communities of professionals, we explain how these
high-level annotations can also be applied for the structured retrieval of contents.

Imagesemantics links text and content based image retrieval for a concise
query processing. For speed-up reasons, Imagesemantics is based on a k-means
clustering algorithm. By comparing the reference image with the cluster vectors,
this procedure image has not to be performed with all n images, but only k times
with the reference vectors instead (keeping in mind that usually n >> k). Next,
we step-by-step describe our rule-based clustering process (cf. figure 2).

In an initialization step Imagesemantics extracts the low-level feature vectors
of a test collection of images. Here, we apply Flickr’s Java API Jickr to obtain
a relevant set of test images [Jickr 2007]. Subsequently, the feature vectors of
the images are extracted. In order to ensure the interoperability of our data, we
make use of the MPEG-7 metadata standard, particularly those having proven to
perform concise and fast on image sets: FEdge Histogram, Scalable Color and Color
Layout (cf. section 2). From these feature vectors we create k image clusters,
where k is arbitrary and can be defined upon initialization. The underlying
algorithm is a modified k-means clustering process. In order to form preferably
homogeneous clusters we apply Ward’s minimum variance linkage [Fasulo 1999,
in order to obtain the k cluster centroid feature vectors. In the next step, two
operations are being performed. On the one side, low-level rules are extracted in
order to express the maximum distance from a centroid’s feature vector allowed
for images belonging to it. On the other side, the members’ tags are extracted as
a tag-cloud of terms. The tag cloud vectors rules are derived for each cluster so
that a sub-clustering based on the high-level semantic annotations takes place.



46

M. Spaniol, R. Klamma, M. Lux: Imagesemantics: ...

<owl:Class rdf:about="Lowevel Cluster_k">
<Centroid> Values </Centroid>
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty>
<owl: ObjectProperty rdf:about="Distance"/>
</ow:onProperty>
<ow:allValuesFrom>
<owl:Class rdf:about="Interval_kmin_Kmax"/>
</ow:allValuesFrom>
</ow:Restriction>

<owl:Class rdf:about="LowlevelCluster_k_Tagx">
<Hastag> Tagname</Hastag>

<rdfs:subClassOf rdf:resource="Lowlevel Cluster_k"/>
</owl:Class>

<owl: DatatypeProperty rdf: about="Hastag">
<rdfs:range rdf:resource=
" http: //www.w3.0rg/2001/ XML Schemagstring”/>
<rdfs:domain rdf:resource=" LowlevelCluster_k_Tag,"/>
</ow: DatatypeProperty>

</rdfs:subClassOf>
</owl:Class>

<ow: DatatypeProperty rdf:about="Centroid">
<rdfs:.domain rdf:resource="Lowlevel Cluster_k"/>
<rdfs.range rdf:resource=
" http://www.w3.0rg/2001/ XML Schemagfstring”/>
</owi: DatatypeProperty>

<Lowlevel Cluster_k rdf:about="260407965_5c177d3703.mp7.xml">
<rdf:type rdf:resource="LowlevelCluster_k_Tagy "/>

<rdf:type rdf:resource="LowlevelCluster_k_Tagy"/>
</LowlevelCluster k>

Figure 3: Low-level feature rules (left) and high-level tag rules (right)

In a final step, both low-level feature rules and high-level tag rules are combined.
Thus, the gap between purely low-level content analysis and high-level metadata
annotations can be bridged.

In order to make the previously extracted rules understandable and inter-
pretable by a reasoner we will now describe how the rules are represented in
an OWL ontology stored in an eXist XML database [Meier, 2003]. The class
LowlevelCluster_k is the representative of the k** cluster. This class contains
the information about the centroid’s feature vector as well as the cluster’s range
Interval kyin kmae (cf. left hand side of figure 2). Based on these information
it can now be specified whether an image belongs to a certain cluster or not.
Similarly, the extracted rules from the clusters’ tags can be expressed in OWL-
classes. For instance, the class LowlevelCluster_k_Tag, contains the Tagname
as a value of the z'" tag in cluster k (keeping in mind that each image and, thus,
every cluster may be assigned with more than a single tag). As a result, for each
cluster the associated high-level tag are formulated as a rule (cf. figure 3). In
order to apply the inference mechanisms of an OWL reasoner, for each image an
instance is being created (cf. figure 3).

In retrieval, the instances are in a first step being queried for a certain
Tagname z. All those clusters are being identified, which contain this value.
In our previous example the cluster LowlevelCluster_k would be one of the
candidates. Then, the reference image’s feature vector is being compared with the
cluster’s centroid vector. In case the difference is below a pre-defined threshold
the dedicated cluster is prepared for the result. In a final step a selection takes
place so that only those images of the chosen clusters will be shown, which are
tagged by Tagname x (cf. figure 4).
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Figure 4: Imagesemantics search result based on low-level features and tags

5 Conclusions & Outlook

In this paper we have presented Imagesemantics, a system, which combines low-
level and high level features for retrieval. Compared to a simple combination of low
level and high level descriptors through weighted averaging of similarity functions,
Imagesemantics relies on a cluster based index, which combines descriptors of
both sides of the semantic gap. Imagesemantics is currently work in progress and
a large scale evaluation is still missing, but first heuristic evaluations have shown
the that the results of our system is subjectively better than approaches solely
relying on single level descriptors. Therefore our system is a promising approach
to narrow (or even close) the “semantic gap” between low-level content based
retrieval and high-level metadata annotations in image retrieval. By comparing
the search results of Flickr and Caliph & Emir, Imagesemantics proves that a
combined approach leads to more accurate results.

In future, we will provide the functionalities of Imagesemantics via Web
Services so that the system needs not to be used as a stand-alone Java application.
In addition, we intend to enhance our Imagesemantics from solely image retrieval
support to any other multimedia contents, particularly videos. In this aspect we
are focusing our research on efficient processing mechanism for content-based
key frame analysis and high-level textual descriptions on a large scale. Finally,
we plan to evaluate the accuracy and performance obtained by Imagesemantics
on a larger scale. Hence, we want to evaluate our retrieval results with other
systems based on standardized multimedia test sets we are currently developing
in a community of professionals (www.multimedia-metadata.info) in the field
of multimedia.
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1 Introduction

As initial investigations in the SALERO! project showed, most multimedia ob-
jects are created from scratch due to insufficient reusability capabilities of exist-
ing tools. One reason for that is their poor self-description-ability and the lack
of formal representations of the properties of multimedia objects, their context
and intended meaning. In order to reach a sufficient solution for that problem,
several steps need to be solved: Besides the need for algorithms and frameworks
to automatically extract high-level semantics from low-level features? which is
well known as the ”Semantic Gap” [Smeulders et al. 2000], annotation support
for users, a solution for metadata interoperability across the content lifecycle,
and cross-media adaptation is needed.

In this paper, we first introduce the intention of (multimedia) ontologies, its
purpose and potential benefits for media production, sketch scenarios in which
they can be applied, and finally conclude with an outlook.

! The overall goal of the integrated project SALERO (http://www.salero.info) is to
define and develop intelligent content with context-aware behaviours for self-adaptive
use and delivery across different platforms, building on and extending research in
media technologies, web semantics to reverse the trend toward ever-increasing cost
of creating media

2 eg. ”this picture depicts a scene in a football game” is inferred from the low level
features ”white circle AND green background color”
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2 Using Ontologies for Semantic Representation of Media
Items

As defined by Gruber [Gruber 1993], an ontology is an explicit specification of a
(shared) conceptualization. The term ontology has been in use for many centuries
and ontologies are widely used in applications related to information integration,
information retrieval, knowledge management or in the Semantic Web. Ontolo-
gies are usually used to establish a common understanding of a domain and to
capture the domain knowledge. This is usually done by modeling basic terms and
relations which hold between terms, and by providing rules stating restrictions
on the usage of both terms and relations.

In SALERO, we try to establish a multimedia ontology framework that
combines declarative descriptions of

1. Low-level physical and semantic features through the use of multimedia de-
scription standards like MPEG-7 [Martinez et al. 2002] or essence internal
formats

2. Domain specific high-level semantic features through the use of ontology
languages like WSML [de Bruijn et al. 2005] or OWL [Dean et al. 2006]

3. context information and rules using WSML or RIF [Boley and Kifer 2007]

By using multimedia ontologies, recent research initiatives in the multimedia
domain try to overcome the commonly known drawbacks of existing multimedia
metadata standards for the descriptions of the semantics of multimedia content
(see e.g. [Bloehdorn et al. 2005, Troncy et al. 2006, Benitez et al.al. 2002]).

Multimedia ontologies are mostly designed to serve one or more of the fol-
lowing purposes [Eleftherohorinou et al. 2006]:

— Annotation, which is in most cases motivated by the need to have high-level
summarizations of the content of multimedia items

— Automated semantic analysis, i.e. to support the analysis of the semantics
and syntax of the structure and content of multimedia items

— Retrieval, ie. to use rich formal descriptions to enable context-based retrieval
and recommendations to users. The use of semantics enables automatic
matching of content properties with user properties

— Reasoning, ie. the application of reasoning techniques to discover previously
unknown facts of multimedia content or to enable question answering about
properties of the content.
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— Personalized filtering, ie. the delivery of multimedia content according to
user-, network- or device-preferences.

— Meta-Modeling, ie. to use ontologies or rules to model multimedia items and
associated processes.

3 The Purpose of Multimedia Ontologies in the digital games
and entertainment industries

The potential benefits of formalizing media semantics were summarized and
highlighted already before [van Ossenbruggen et al. 2004, Nack et al.. 2005]. In
order to highlight the benefits for the digital games and entertainment industries,
we especially try to summarize the purpose of the ontology framework that will
be built in SALERO, sketch expected benefits for traditional media production
and point out to important problems that we see in each point.

3.1 Semantic Search

To enable semantic search is the prime advantage of using ontologies in media
production. Semantic Search aims to improve recall and precision of search re-
sults for multimedia objects. A prime pre-requisite for this is a way to attach
hidden or contextual features to media items which are not visually embedded
in them. By encoding such information using ontologies, the ontologies can then
be used for the retrieval process and to present the results. This helps to clearer
present contextual information, and helps to find more accurate results. A se-
mantic search facility also provides a high-level means to explore collections with
a high precision and recall.

The most important problems that we intend to solve with this facility are

1. The Semantic Gap, i.e. how to assign meta-data (semi-)automatically to
multimedia data?

2. Low Precision/Recall for search in large multimedia collections or how to
increase the amount of true positives for multimedia information retrieval?

3. How to match context of data with context of users?

3.2 Annotation Support

Mmetadata3 has an important role in the multimedia lifecycle which was already
highlighted by many others [Smith and Schirling 2006]. A recurring problem in

3 metadata is data about data



52 T. Burger, H. Zeiner: The Need for Formalizing ...

industrial settings is however the task of creating metadata and keeping it up
to date. Therefore one of the biggest issues we see is how to support creative
people in creating annotations and how in turn existing workflows are only min-
imally disturbed by the implementation of new annotation facilities. We aim
to develop ontology-based ways of supporting the user with these important
tasks by developing a suite of ontology tools which can be used in daily work.
An important point — as already emphasized above — is the integration of the
ontology-enhancements into the work process with a minimum amount of dis-
turbing the workflow. We intend to solve this by providing APIs that allow to
include the functionality into existing multimedia authoring tools.

The most important probl